Using Synthetic Data in Communication Sciences and Disorders to Promote Transparency and Reproducibility
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# Abstract

**Purpose**: Reproducibility is a core principle of science and access to a study’s data is essential to reproduce its findings. However, data sharing is uncommon in the field of Communication Sciences and Disorders (CSD), often due to concerns related to privacy and disclosure risks. Synthetic data offers a potential solution to this barrier by generating artificial datasets that do not represent real individuals yet retain statistical properties and relationships from the original data. This study aimed to explore the feasibility and preliminary utility of synthetic data to promote transparency and reproducibility in the field of CSD.

**Method**: Ten open datasets were obtained from previously published research within the American Speech-Language-Hearing Association ‘Big Nine’ domains (articulation, cognition, communication, fluency, hearing, language, social communication, voice and resonance, and swallowing) across a range of study outcomes and designs. Synthetic datasets were generated with the *synthpop* R package. General utility was assessed visually and with the standardized ratio of the propensity mean squared error (*S\_pMSE*). Specific utility assessed whether inferential relationships from the original data were preserved in the synthetic dataset by comparing model fit indices, coefficients, and *p*-values.

**Results**: All synthetic datasets showed strong general utility, maintaining univariate and bivariate distributions. Six of nine synthetic datasets that used inferential statistics showed strong specific utility, maintaining inferential relationships from the original analyses. Specific utility was low in three datasets with hierarchical structures.

**Conclusion**: Findings suggest that synthetic data can effectively maintain statistical properties and relationships across a wide range of non-hierarchical data commonly seen in the field of CSD. Other approaches for hierarchical data need to be explored in future work. Researchers who use synthetic data should assess its utility in preserving their results for their own data and use-case.

# Introduction

Transparency and openness are fundamental tenets of science, with computational reproducibility playing a key role in maintaining these values. Computational reproducibility refers to the ability to recreate a study’s results using the original data. Nowadays, the vast majority of scientific studies use some degree of computation in processing data, conducting descriptive or inferential statistics, and visualizing results. When these computations are reproducible, the transparency and confidence in findings are enhanced. Achieving computational reproducibility, however, requires authors to share their data. Both the National Institutes of Health and the National Science Foundation mandate data sharing and management plans to ensure that scientific data supporting a study is shared upon publication and aligns with FAIR (Findability, Accessibility, Interoperability, and Reuse) principles of digital assets (Watson et al., 2023; Wilkinson et al., 2016).

Providing open, publicly available data benefits scientists, funding bodies, and society at large by enabling researchers to verify results, generate new knowledge (e.g., meta-analyses, secondary analyses), develop hypotheses, and minimize redundant data collection (Chow et al., 2023). In this sense, sharing data promotes a cumulative and self-correcting science. Despite the clear benefits of open data and its growing adoption in other fields like psychology and the biobehavioral sciences (Quintana, 2020), only 26% of a sample of researchers in the field of Communication Sciences and Disorders (CSD) reported sharing their data publicly at least once (El Amin et al., 2023).

Understanding the nuances of data sharing requires a closer look at the different types of data generated throughout a research project’s life cycle. These include raw collected data, processed intermediate data, and final analysis data (Table 1). However, a common misconception is that open data refers solely to sharing raw data (e.g., audio recordings, videos, MRI data) (Pfeiffer et al., 2024). In reality, sharing intermediate or analysis data can also support reproducibility while reducing privacy and confidentiality concerns associated with sharing raw data. However, these different types of data offer varying levels of utility: sharing raw data enables maximum reproducibility and secondary research opportunities, while analysis data (although easier to share) primarily supports computational reproducibility.

##### Table 1 here.

Both individual and system-level barriers hinder data sharing, including a lack of time, knowledge, support from colleagues, and perceived incentives (Pfeiffer et al., 2024). Furthermore, each type of data comes with unique challenges regarding data sharing. For raw data, it is common that researchers often do not obtain consent to share data or cannot contact participants after data collection. Additionally, sharing de-identified raw or intermediate data may require additional approval from the institutional review board. Even when de-identification is possible, anonymized intermediate or analysis datasets can still carry re-identification risks, especially in small samples or vulnerable populations where indirect identifiers (e.g., gender, age, or race) may compromise participant confidentiality (Rocher et al., 2019). Therefore, although sharing de-identified analysis data is the minimum requirement for ensuring computational reproducibility and promoting cumulative science, concerns about privacy must be addressed when sharing sensitive data.

## Synthetic Data as an Approach to Promote Transparency and Reproducibility

Synthetic data generation offers a promising solution to safeguarding participants’ privacy and confidentiality in publicly available datasets (Drechsler & Haensch, 2024; Rubin, 1993). This approach can be applied to a wide variety of data types (e.g., demographic information, outcome measures) and involves creating artificial datasets that do not represent real individuals, thereby significantly reducing the risk of disclosure. Importantly, synthetic data retains the statistical properties and relationships of the original data, enabling readers to evaluate key aspects of the study’s analysis workflow, such as data pre-processing and statistical modeling, as well as develop and extend methodologies. Synthetic data generation has been used in government agencies, such as the United States Census Bureau (Jarmin et al., 2014) and the Government of Canada’s Directive on Open Government (Gauvin et al., 2021)to promote greater access to data and information. Although the concept of synthetic data methods was first proposed more than 30 years ago (Rubin, 1993), recent analytic and software developments have streamlined the process, making it easier and more efficient to generate high-quality synthetic data (Nowok et al., 2016).

Synthetic data are, however, not without limitations; the extent to which statistical properties of the original data are retained varies based on the dataset and the model used to synthesize the data (Latner et al., 2024; Matthews & Harel, 2011). The intended use of synthetic data influences the level of rigor and scrutiny required. For example, synthetic data can serve as a pedagogical tool to teach data analysis skills or novel statistical methods (Shepherd et al., 2017). In such cases, preserving general statistical properties is sufficient, even if precise relationships between variables are not fully maintained. Similarly, synthetic data accompanying publications can facilitate reproducible workflows to illustrate data pre-processing steps or statistical models without reproducing exact study results. However, higher standards are required when synthetic data is used for hypothesis testing, meta-analyses, or methodological development (Raab et al., 2017). In these scenarios, synthetic datasets must accurately preserve multivariable relationships to ensure their validity and utility.

Two main approaches are used to assess the utility of synthetic datasets: general and specific (Snoke et al., 2018). General utility evaluates whether the synthetic dataset maintains the overall statistical properties of the original dataset. This includes visual comparisons of univariate (e.g., bar charts, histograms) and bivariate joint distributions (e.g., scatterplots), as well as metrics to determine to what degree synthetic data is distinguishable from the original data (e.g., standardized propensity mean squared error; *S\_pMSE*). Specific utility assesses whether inferential relationships from the original dataset are preserved in the synthetic dataset by comparing model fit indices and coefficients.

## Application of Synthetic Data in Communication Sciences and Disorders

Despite its potential to enhance data sharing in the field of CSD, synthetic data is not widely known or adopted in the field. Data commonly collected in CSD research poses unique challenges, including smaller sample sizes than are typically recommended for synthetic data generation and a wide range of study designs, outcomes, and analyses (Borders et al., 2022; Gaeta & Brydges, 2020). Moreover, reproducible workflows that detail important steps for data wrangling or statistical modeling are rarely provided in publications, further hindering transparency and reproducibility.

To address this gap, the present study aimed to explore the feasibility and preliminary utility of synthetic data generation in CSD. We applied synthetic data methods to open datasets from the ‘Big Nine’ American Speech-Language-Hearing Association (ASHA) domains and hypothesized that synthetic datasets would preserve both the statistical properties (general utility) and the inferential results (specific utility) of the original data. It’s important to recognize that synthetic data must be evaluated on a case-by-case basis and that the utility of the datasets included in this manuscript may not apply to one’s own dataset. To this end, the broad goal of the current investigation was to provide a proof-of-concept to the interested reader.

# Method

## Description of Original Datasets from ASHA ‘Big Nine’ Domains

A convenience sampling approach was used to identify publicly available datasets from previously published research articles related to the ‘Big Nine’ ASHA domains: swallowing (Curtis et al., 2023), articulation (Thompson et al., 2023), fluency (Elsherif et al., 2021), voice and resonance (Novotný et al., 2016), hearing (Battal et al., 2019), communication modalities (King et al., 2022), receptive and expressive language (Kearney et al., 2023; Robinaugh et al., 2024), cognitive aspects of communication (Clough et al., 2023), and social aspects of communication (Chanchaochai & Schwarz, 2023). The datasets were identified through searching keywords related to the ASHA domains on the Open Science Framework and other data aggregator sites (e.g., UK Data Service), as well as through the authors’ prior research. Given the prevalence of single subject experimental designs in the field of CSD, an additional study was included to ensure adequate representation (Robinaugh et al., 2024), resulting in ten studies. These studies were classified by their study design, population, and statistical analysis (Table 2).

It is important to note that not *all* research designs are represented due to the limited availability of public data in the field of CSD and the inherent challenge of including every possible study design. Instead, this approach was chosen to prioritize representation across all subfields to illustrate the application of synthetic data methods in CSD. To demonstrate the feasibility and preliminary utility of synthetic data, an analysis was chosen from each study and synthetic data was generated for those variables, as described below.

##### Table 2 here.

## Generation of Synthetic Datasets and Comparison with Original Dataset

Synthetic data generation and statistical analyses were conducted in R version 4.2.1 (R Core Team, 2022). The *synthpop* R package (version 1.8.0) (Nowok et al., 2016) was used to generate synthetic data via complete conditional specification (Drechsler & Haensch, 2024). This method synthesizes one variable at a time: the first variable is generated by random sampling from the original dataset, and subsequent variables are synthesized conditionally based on previously synthesized variables. This stepwise approach captures relationships between variables incrementally rather than attempting to synthesize all relationships simultaneously.

For example, consider a dataset containing three variables: participant ID, age, and weight. The process would begin by synthesizing participant ID through random sampling from its observed distribution. Age would then be synthesized conditionally based on the synthetic participant ID values, with synthetic values drawn from predictions informed by the original data. Finally, weight would be synthesized conditionally on both participant ID and age, with synthetic values similarly sampled from predictions.

Synthpop inherently manages missing data and maintains relationships between missingness and other variables using a tree-based algorithm, specifically classification and regression trees (CART), for data synthesis (Nowok et al., 2016). Alternatively, users can select other tree-based methods, such as random forests, or parametric models like linear or logistic regression. This process resembles multiple imputation by chained equations (MICE) for handling missing data (Audigier et al., 2018) but with a key distinction: instead of imputing only missing values, synthpop generates entirely synthetic data (Raghunathan, 2021), significantly reducing disclosure risk.

Nowok et al. (2016) provide an in-depth overview of the synthpop package’s features. Briefly, synthesis is largely automated using the syn() function. Users can customize various options, including the modeling approach, choice of predictors, order of synthesized variables, smoothing parameters for continuous variables to enhance privacy, and rules for maintaining logical relationships.

## Evaluation of General and Specific Utility

In the present study, we aimed to explore the feasibility and preliminary utility of synthetic data to promote transparency and reproducibility in CSD. Utility was operationalized as general (does the synthetic data resemble the original data in its statistical properties and distribution?) and specific (is the inferential relationship between variables maintained?). To evaluate general utility, we visually compared univariate (e.g.., bar charts, histograms) and bivariate joint distributions (e.g., scatterplots) between the original and synthetic dataset, and evaluated the predicted probability that a record comes from the synthetic versus original data, known as the standardized propensity mean squared error (*S\_pMSE*). Standardized propensity scores closer to zero indicate greater general utility (typically with a standard deviation of one), where a value of zero indicates that the original and synthetic data are identical (Snoke et al., 2018). Notably, a value of zero is highly unlikely since synthetic data generation aims to achieve distributional similarity.

To assess specific utility, a statistical analysis was selected from each study and performed separately with the original and the synthetic data. Greater overlap in effect size or coefficient confidence intervals and similar p-value inferences (i.e., significant or non-significant) indicated greater specific utility. Since Curtis et al. (2023) examined median and interquartile ranges (IQR) instead of inferential statistical models, only general utility was examined.

We also examined the stability of results when generating multiple synthetic datasets. Specifically, our approach involved generating 100 different synthetic datasets for each original dataset. A statistical model with the original dataset was fit, and the *p*-value and effect size were recorded. We then evaluated whether 95% of *p*-values and effect sizes from the synthetic datasets demonstrated a similar result as the original study, Measures of effect size and their interpretation for each study are provided in Table 3. Associated results and figures for this stability analyses are provided in Appendix A. Since Curtis et al. (2023) did not perform inferential statistical models, we directly compared each synthetic dataset to the original data with a zero-inflated beta multilevel model with the *gamlss* package (version 5.4.3) (Stasinopoulos & Rigby, 2007), which included a fixed effect of dataset type and a random intercept of participant. The *p*-value from both zero-inflated and beta portions of the model were evaluated and *p* < .05 was interpreted as no statistically significant difference between the synthetic and original dataset. The pre-registered analysis plan and corresponding deviations are publicly available on the Open Science Framework (https://osf.io/vhgq2).

##### Table 3 here.

# Results

### Swallowing

Curtis et al. (2023) provided normative reference values for swallowing outcomes during flexible endoscopic evaluations of swallowing in a sample of 39 community-dwelling adults without dysphagia. In this observational cohort study, each participant completed 15 swallowing trials that varied by bolus size, consistency, contrast agent, and swallowing instructions. Several swallowing outcomes were measured, including the amount of laryngeal vestibule residue, which was rated using the Visual Analysis of Swallowing Efficiency and Safety. No inferential statistics were conducted; instead, the distribution of laryngeal vestibule residue ratings was summarized using median and interquartile ranges.

In the synthetic dataset, the primary outcome (laryngeal vestibule residue ratings) closely mirrored the original data (Figure 2A). The frequency of zero values was nearly identical and the distribution of values greater than zero was also similar, with only minor deviations at higher residue ratings. The *S\_pMSE* value was 0.09, indicating strong overall similarity and general utility between the synthetic and original data.

When examined across 100 synthetic datasets, findings from the zero-inflated beta multilevel models indicate that 100% and 98% of synthetic datasets were not statistically significantly different than the original dataset for the zero-inflated and beta portions of the model, respectively. Additionally, effect size categorizations were maintained for 100% of both zero-inflated and beta portions of the model.

##### Figure 2 here.

### Articulation

Thompson et al. (2023) examined the relationship between vowel space area and speech intelligibility among 40 speakers with dysarthria of varying etiologies (e.g., Parkinson’s disease, amyotrophic lateral sclerosis, Huntington’s disease, and ataxia). A linear regression model revealed a statistically significant relationship between vowel space area and intelligibility (*p* < .001) with a Cohen’s *f* of 0.59, corresponding to a conventionally “large” effect size (Table 3).

Compared to original data, the synthetic data demonstrated a similar distribution (Figure 2B). General utility was high for both variables of vowel space area (*S\_pMSE* = 1.07) and intelligibility (*S\_pMSE* = 0.74). Specific utility was high as the statistical model with the synthetic data maintained the direction of statistical significance (*p* = .002) and effect size magnitude (*f* = 0.54).

Findings from the 100 generated synthetic datasets indicate that 71% of datasets demonstrated the same inferential result (i.e., a statistically significant *p*-value) and 57% maintained their effect size category.

### Fluency

Elsherif et al. (2021) compared non-word repetitions between 80 neurotypical adults and 34 adults who stutter. An independent samples t-test demonstrated a statistically significant difference in non-word repetitions between these groups (*p* < .001) with a large effect size (Δ = 1.26).

Compared to original data, the synthetic data similar distributions (Figure 2C). General utility was high for the outcome of non-word repetitions (*S\_pMSE* = 1.27) and the statistical model with the synthetic data maintained the direction of statistical significance (*p* = .004) and effect size magnitude (*f* = 1.32).

Findings from the 100 generated synthetic datasets indicate that 100% of datasets demonstrated the same inferential result (i.e., a statistically significant *p*-value) and maintained a ‘large’ effect size categorization.

### Voice and Resonance

Novotny et al. (2016) examined the relationship between acoustic measures of nasality variability and overall perceptual ratings in a heterogenous cohort of individuals with Parkinson’s disease, Huntington’s disease, and neurotypical adults. Results indicated a statistically significant relationship (*r* = 0.51, *p* < .001) between perceptual ratings and acoustic nasality variability. Compared to original data, the synthetic data demonstrated similar values for nasality variability within perceptual ratings of ‘Normal’ and ‘Mild’, though values for ‘Moderate’ perceptual ratings showed larger variance likely due to its low occurrence in the dataset (Figure 2D). General utility was high for both nasality variability (*S\_pMSE* = 0.68) and perceptual rating (*S\_pMSE* = 0.44). The statistical model with the synthetic data maintained the direction of statistical significance (*p* < .001) and effect size magnitude (*r* = 0.44), indicating adequate specific utility.

Findings from the 100 generated synthetic datasets indicate that 100% of datasets demonstrated the same inferential result (i.e., a statistically significant *p*-value) and 46% maintained their effect size category.

### Hearing

Battal et al. (2019) compared auditory localization abilities between 17 congenitally blind and 17 sighted individuals. A linear mixed effects model indicated that congenitally blind individuals had enhanced spatial hearing abilities (*OR* = 1.56, *p* = .016). Compared to original data, the synthetic data showed similar distributions for auditory localization in both sighted and congenitally blind individuals, as well as similar auditory localization at the subject-level (Figure 2E). General utility was high for subject (*S\_pMSE* = 0.53) and group (*S\_pMSE* = 0.17) variables. Specific utility was high as the statistical model with the synthetic data maintained the direction of statistical significance (*p* .018) and effect size magnitude (*OR* = 1.73). The random effect estimates were stable between the original (mean = 0, 95% CI: -0.027, 0.027) and synthetic (mean = 0, 95% CI: -0.036, 0.036) datasets.

Findings from the 100 generated synthetic datasets indicate that 78% of datasets demonstrated the same inferential result (i.e., a statistically significant *p*-value) and 100% maintained their effect size categorization.

### Communication Modalities

King et al. (2022) collected survey responses from speech-language pathologists to assess the impact of the COVID-19 pandemic on service provision for emergent bilinguals who use augmentative and alternative communication. Results indicated that speech-language pathologists reporting that a lack of or limited access to internet increased during the initial phase of the pandemic (Cohen’s 𝜔 = 34.60, *p* < .001). Compared to original data, the synthetic data showed similar frequencies of responses for the barrier of ‘lack of/limited internet’ (Figure 2F). General utility was high for assessment type (*S\_pMSE* = 0.03) and time point (*S\_pMSE* = 0.17) variables. The statistical model with the synthetic data maintained the direction of statistical significance (*p* < .001) and effect size magnitude (*r* = 35.38), indicating high specific utility.

Findings from the 100 generated synthetic datasets indicate that 100% of datasets demonstrated the same inferential result (i.e., a statistically significant *p*-value) and maintained their effect size categorization.

### Receptive and Expressive Language

Two studies were included in the domain of Receptive and Expressive Language (Kearney et al., 2023; Robinaugh et al., 2024).

Kearney et al. (2023) examined the relationship between years of education and reading performance among 36 individuals following left-hemisphere tumor resection. Results indicated a large relationship between these variables (*r* = 0.59, *p* < .001). Compared to original data, the synthetic data showed maintained a similar visual relationship between years of education and reading scores (Figure 3A). General utility was high for both years of education (*S\_pMSE* = 0.6) and reading scores (*S\_pMSE* = 0.6) variables. The statistical model with the synthetic data maintained the direction of statistical significance (*p* = .004) and effect size magnitude (*r* = 0.47), indicating high specific utility. Findings from the 100 generated synthetic datasets indicate that 98% of datasets demonstrated the same inferential result (i.e., a statistically significant *p*-value) and 70% of synthetic datasets maintained their effect size category.

Robinaugh et al., (2024) examined the effectiveness of a naming treatment in a single-case experimental design for an individual presenting with semantic variant primary progressive aphasia and a history of traumatic brain injury. An item-level Bayesian generalized mixed-effects model revealed that the treatment resulted in a gain of 35 out of 60 trained words (β = 35.3; 90% CI: 30.6, 39.5). Compared to original data, the synthetic data showed similar frequencies of responses, but not sessions (Figure 3B). General utility was high for id (*S\_pMSE* = 0.22), set (*S\_pMSE* = 0.09), session (*S\_pMSE* = 0.22), and phase (*S\_pMSE* = 0.03) variables. The statistical model with the synthetic data overestimated the effect size (β = 60.11; 90% CI: 54.41, 65.38), indicating that specific utility was low.

### Cognitive Aspects of Communication

Clough et al. (2023) examined the interaction between group (traumatic brain injury [TBI] or neurotypical) and condition (basic emotion or social emotion emojis) on the accuracy of emotion recognition. A generalized linear mixed effects model indicated that participants with TBI were more likely to correctly identify basic emotions than social emotions when presented as emoji (*OR* = 1.9), *p* = 0.013), whereas neurotypical participants did not differ in their ability to identify these emotions. Compared to original data, the synthetic data showed a similar distribution of responses for both basic and social emotions for the TBI group (Figure 3C). General utility was high for subject (*S\_pMSE* = 0.23) and condition (*S\_pMSE* = 0.02) variables. Specific utility was low as the statistical model with the synthetic data did not maintain the direction of statistical significance (*p* = 0.059)), even though the effect size magnitude was still considered large (*OR* = 1.51). The random effect estimates were stable between the original (mean = -0.011, 95% CI: -0.018, -0.005) and synthetic (mean = -0.012, 95% CI: -0.018, -0.005) datasets.

Findings from the 100 generated synthetic datasets indicate that 35% of datasets demonstrated the same inferential result (i.e., a statistically significant *p*-value) and 100% of synthetic datasets maintained their effect size category.

### Social Aspects of Communication

Chanchaochai & Schwarz et al. (2023) compared non-verbal IQ between individuals with autism spectrum disorder and neurotypical peers. An analysis of variance indicated that neurotypical individuals demonstrated higher non-verbal IQ (*d* = -0.85, *p* < .001). Compared to original data, the synthetic data showed similar distributions of non-verbal IQ for both groups (Figure 3D). General utility was high for both group (*S\_pMSE* = 0.01) and non-verbal IQ (*S\_pMSE* = 0.18) variables. The statistical model with the synthetic data maintained the direction of statistical significance (*p* = .018); however, the effect size magnitude (*r* = -0.54) was lower, indicating a low level of specific utility.

Findings from the 100 generated synthetic datasets indicate that 87% of datasets demonstrated the same inferential result (i.e., a statistically significant *p*-value) and 47% of synthetic datasets maintained their effect size category.

# Discussion

Although computational reproducibility is a core principle of science, data sharing is uncommon in CSD, partly due to concerns regarding disclosure risk (Pfeiffer et al., 2024). This study demonstrates the utility of synthetic datasets to protect participant confidentiality while preserving the statistical properties and relationships of the original analysis data. The utility of synthetic data is further strengthened by the range of datasets included in the current study, which varied by domain (across nine ASHA domains), sample size (from 40 to >8,000 data points), statistical models (from simple correlations to multilevel model with 3-way interactions), and effect sizes (from conventionally “small” to “large”). These results suggest that synthetic datasets can be effectively used across a wide range of studies in the field of CSD to preserve participant confidentiality when sharing data.

The current findings illustrate the feasibility of generating synthetic datasets across a range of studies in the field of CSD. Studies were conveniently selected based on domain and data availability, but varied in design, sample size, population, and statistics employed. While it was possible to synthesize a dataset for all included studies, it is important to consider the accuracy of the synthesis with regards to the purpose of data sharing. All synthetic datasets in the current study showed strong general utility, which means they would be suitable for sharing for educational purposes or to demonstrate computational reproducibility for published analyses, while mitigating confidentiality concerns. Six of the nine studies with inferential statistics also demonstrated strong specific utility. These datasets could form the basis for further hypothesis-testing or inclusion in meta-analyses, while those with low specific utility should be excluded from such analyses.

One key finding is that low specific utility of synthetic datasets was not necessarily attributed to sample size, despite the *synthpop* package’s recommendation of a minimum of 130 observations for generating synthetic datasets (Nowok et al., 2016). For example, specific utility was low for a synthetic dataset from the cognition domain with over 8,000 observations. Instead, low specific utility was primarily associated with datasets containing a hierarchical structure, such as repeated measure or nested designs, which are common in CSD. This suggests that current synthesis methods in synthpop may not adequately capture multilevel dependencies. Alternative approaches designed specifically to handle hierarchical data (Gauvin, 2021) might offer improved solutions and should be explored in future work. Additionally, another potential method for handling more complex, hierarchical data involves creating synthetic datasets by sampling posterior predictive distributions through a fully Bayesian analytical approach; however, this method does not guarantee anonymization and should be used with caution when sharing confidential and highly sensitive data.

These findings highlight the importance of evaluating the accuracy of synthetic datasets. To ensure synthetic data quality, researchers should clearly define their intended purpose (e.g., educational, exploratory, inferential) and assess general and/or specific utility accordingly. If synthetic datasets fail to retain key relationships of the original data, they should not be used or shared. Comparisons between synthetic and original analyses should be made available, ideally in supplementary materials, to promote transparency. This information can also give the end-user researcher confidence in using a synthetic dataset for their own purposes; a limitation cited in the re-use of synthetic data (Matthews & Harel, 2011).

It is important to highlight the many benefits of sharing either raw or intermediate data. Sharing these types of data enhances research transparency by enabling readers to re-analyze raw data for different purposes or reproduce the calculations behind analysis data. Different operational definitions or analysis steps are often a barrier to inclusion in a meta-analysis; therefore, sharing this type of data ensures that secondary analyses can be performed with alternate methodologies or operational definitions as the field progresses. In this sense, sharing raw or intermediate data facilitates the generation of new knowledge and accelerates scientific discovery. Despite its many benefits, there are instances where sharing raw or intermediate data may not be feasible. For example, researchers may not have obtained consent from participants for data sharing, or the institutional review board may impose project-specific guidelines that restrict sharing this type of data. In these instances, synthetic data fills an important gap by enhancing the transparency of analysis and methods workflows.

## Limitations and future directions

This study is not without limitations. First, studies were selected in the present study because they were openly available and represented different subfields within CSD. Therefore, selection bias is likely present, and these studies are certainly not representative of every research design or data parameter that a researcher may encounter. It is imperative that the user evaluate the utility of synthetic data in the context of their own goals (e.g., educational, workflow transparency, or meta-analysis/hypothesis generation purposes) before publicly sharing the dataset.

Second, it is important to recognize that synthetic data are inherently a proxy and cannot entirely preserve all statistical properties of the original dataset. Whenever ethically permissible, researchers should prioritize sharing de-identified or identifiable data. Moreover, open data alone does not ensure computational reproducibility. Instead, open data must be accompanied by reproducible code and analysis scripts. In fact, recent research showed that a high percentage of findings from registered reports that provided open data alone were unable to be reproduced (Obels et al., 2020). Reproducible workflows in languages like R have been proposed and warrant consideration (Peikert et al., 2021).

Moving forward, broader systemic changes will be necessary to normalize and encourage responsible data sharing. Doctoral programs should offer formal training on open science, data sharing, and analysis practices that promote reproducibility. Fortunately, a wealth of resources is available to support researchers in learning these practices (Lewis, 2024). Academic institutions must also recognize open science activities as meaningful scholarly contributions. While ASHA’s implementation of open science badges is a positive step, more systemic efforts will be required to shift the culture away from individualism and toward a more collaborative, pro-social scientific community.

## Conclusions

This study evaluated the feasibility and use of the synthpop package in R for generating synthetic data in the field of CSD, particularly when sharing original data presents confidentiality risks. Findings suggest that synthetic data can effectively reproduce distributional and inferential properties in datasets without hierarchical structures. However, for hierarchical datasets, standard methods for synthesizing data generated using the synthpop package may not maintain key inferential relationships, limiting its suitability for some research applications. Therefore, researchers should rigorously assess the utility of synthetic datasets before sharing and ensure their intended purpose aligns with the capabilities of the synthesis method used.

Appendix A: Description, full results, and visualization of stability analysis

An additional stability analysis was performed to examine whether synthetic datasets maintained the statistical properties and relationships of the original dataset across multiple synthetic datasets. This approach involved generating 100 different synthetic datasets for each study’s original dataset. A statistical model was fit with the original dataset, and the *p*-value and effect size magnitude were recorded. If 95% of *p*-values and effect sizes from the synthetic datasets demonstrated a similar result as the original study, then this indicated that synthetic data maintained the statistical relationship across multiple generations. Specifically, we further defined this as a similar inferential result for *p*-values (i.e., a ‘significant’ or ‘non-significant’ p-value based on the original study’s alpha level) and effect sizes that maintained their categorization based on conventional thresholds (e.g., a ‘medium’ effect size). If variability between the 100 synthetic datasets was appreciated, we visualized and described the dispersion of this distribution. Full results are provided below in appendix table 1, and figures 1 and 2.

Appendix Table 1: Stability of synthetic datasets across ASHA domains.

| Domain | Study | Sample Size | *p*-value | Effect Size Measure | Effect Size | *p*-value Agreement | Effect Size Categorization Agreement |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Articulation | Thompson et al. (2023) | 40 | < .001 | Cohen’s f | .59 | 94% | 81% |
| Fluency | Elsherif et al. (2021) | 114 | < .001 | Glass' Δ | -2.18 | 100% | 100% |
| Voice and resonance | Novotný et al. (2016) | 111 | < .001 | Correlation coefficient | .51 | 100% | 46% |
| Hearing | Battal et al. (2019) | 372 | .016 | √(3/𝜋) x odds ratio | 1.56 | 78% | 100% |
| Communication modalities | King et al. (2022) | 463 | < .001 | Cohen's 𝜔 | 34.6 | 100% | 100% |
| Receptive and expressive language | Kearney et al. (2023) | 36 | < .001 | Correlation coefficient | .59 | 98% | 70% |
| Receptive and expressive language |  |  |  |  |  |  |  |
| Cognitive aspects of communication | Clough et al. (2023) | 8,568 | .013 | √(3/𝜋) x odds ratio | 1.85 | 35% | 100% |
| Social aspects of communication | Chanchaochai & Schwarz (2023) | 96 | < .001 | Cohen’s d | -.85 | 87% | 47% |

Appendix Figure 1: XXX

Appendix Figure 2: XXX
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# Table and Figure Captions

Table 1: Description of types of data.

Table 2: Characteristics of included studies by ASHA domain.

Table 3: Effect size measures and interpretation by statistical test.

Figure 1. Illustration of a data sharing strategy.

Figure 2. Visualization of original and synthetic data for swallowing, articulation, fluency, voice, hearing, and communication modality domains.

Figure 3. Visualization of original and synthetic data for language, cognition, and social communication domains.

*Caption*: Panel A displays the distribution of vowel space area and panel B displays the distribution of speech intelligibility.

Supplemental Table 1: Stability of synthetic datasets across ASHA domains.

Supplemental Figure A. Distribution of log-transformed *p*-values in synthetic datasets across ASHA domains.

*Caption*: Each panel displays the distribution of log-transformed *p*-values across 100 synthetic datasets for a given ASHA domain. The dashed line indicates the threshold for statistical significance from the original study. Shaded green areas indicate synthetic *p*-values that maintained the statistical inferential result of the original study. The mean difference and standard deviation of raw *p*-values compared to the *p*-value reported in the original study is shown below each panel’s title.

Supplemental Figure B. Distribution of effect sizes in synthetic datasets across ASHA domains.

*Caption*: Each panel displays the distribution of effect sizes across 100 synthetic datasets for a given ASHA domain. The dashed line indicates the effect size reported in the original study and the light blue shaded area indicates the range of the effect size categorization. The mean difference and standard deviation of the effect size compared to the result reported in the original study is shown below each panel’s title.